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1. Introduction

Joint R&D activities — such as research joint vesgu(RJVs) — are a prominent
phenomenon especially in many high-tech sectothefeconomy, as they hold the
potential to increase efficiency and promote inniove which raises welfare and
benefits consumersAs a result, RJVs are frequently stimulated by gorents
around the world. At the same time, it is well-kmowhat the benefits of R&D
collaborations need to be re-assessed if suchitedivare used to achieve product
market collusion. In other words, there exists addéroff between upstream R&D
cooperation and downstream competition if theycanesally linked.

This paper tests whether research cooperation l&ads to coordinate in
product markets, using data available through ti& National Cooperation Research
Act (NCRA). The NCRA was introduced in 1984 to eald.S. competitiveness, in
particular vis-a-vis Japanese firms. U.S. firmseavencouraged to establish research
links, even if they were competitors in downstreproduct markets (Link, 1996;
Jorde and Teece, 1990). Specifically, firms in NCR&/s were granted milder
antitrust scrutiny.As a consequence, a substantial number of largle-&&D groups
have emergetiMoreover, firms often participate in several of tiCRA-RJVs at the
same time (Vonortas, 2000). Therefore, by makingneations across RJVs, firms
effectively create sizable networks. While possifpynerating significant efficiencies,
one may also wonder whether these extensive netwamlong competitors facilitate
collusion in the product market (Brodley, 1990; Sihaand Willig, 1990

While the early and much cited theoretical literatan RJVs gives support to
an industrial policy approach by showing that joR&D often leads to welfare

improvements, an important aspect of these stuslige assumption that cooperation

! See cassiman and Veugelers (2002), Hernan, MauihSiotis (2003), and Roller, Siebert and
Tombak (2007) for empirical evidence.

2 Among other advantages, authorities would appéyrthe of reasoninstead of aper seillegality
presumption to firms in an RJV filed under the NCRA

3 Jorde and Teece (1999, p82) argue: “A researaft jeénture may not do enough to overcome
appropriability problems, unless many potential petitors are in the joint venture.” This statement
coincides with the intended purpose of U.S. potiggkers to include as many competitors as possible
in the NCRA collaborations.

* For instance, in 1990 U.S. antitrust authoritiearid six important oil companies that were also
participating in the NCRA program guilty of sharipgce information. See Coordinated Proceedings
in Petroleum Products Antitrust Litigation, 906 F282 (9th Cir. 1990) and Petroleum Products
Antitrust Litigation, 906 F.2d 432 (9th Cir. 199@nd Goeree and Helland (2010) for a discussion of
this case.



at the R&D stage does not lead to coordinatiorhan groduct market (Brander and
Spencer 1983; Spence 1984; Katz, 1986; Kamien, éviahd Zang, 1992)More
recent contributions, however, show that RJV pigoditon helps in sustaining
collusion when firms are allowed to cooperate ia pnoduct market. This can occur
through several mechanisms. First, RJVs can bditfdicig vehicles which create
common assets — and therefore common interestson@participating firms and
therefore provide a new credible punishment dey@abral, 2000; Martin, 1995).
Second, through the sharing of research finding¥,sRnay reduce cost asymmetries
among firms and hence make product market agresnmeate stable (Miyagiwa,
2009). And third, RJVs can be used for the transimis of information to signal
cooperative behavior (Cooper and Ross, 2009). Thieseretical arguments thus
show that there are various channels through WR&D collaboration may facilitate
product market coordination.

This paper proposes an empirical test of wheth&fsFhhve led to collusion,
explicitly taking into account that firms may hadéferent reasons for joining. In
particular, we allow for an oligopolistic markethere firms participate in RJVs for
either efficiency or collusive reasons. In this wom, one can show that an
empirically tractable condition exists that ideietif the welfare implications of joint
R&D activities, namely whether the market sharehef participating firms (insiders)
changes with being a member in an RJV. Specificdlis argued that a sufficient
condition for identifying collusive behavior is ansiders’ declining market share
with respect to non-participating rivals. A lowearsider market share is also
necessary and sufficient for a decrease in conswekare.

This test is then applied to the NCRA data by esfiing an autoregressive
market share equation with dynamic panel data tqaes. We control for the
endogeneity of research collaboration through perdened drivers of RJV

participation. The advantage of our approach ofinrgsthe competitive impact of

® An early exception is d’Aspremont and Jacquem®8g) who consider a duopoly model of R&D
coordination and find that welfare is often reduddams also collude in the product market.

® This idea is reminiscent of Bernheim and Whinssof#990) theory of multi-market contact: firms
that interact in more than one market may be abkustain collusion more easily by reducing overall
asymmetries. Spagnolo (1999) further shows thattismarket contact can facilitate coordination
because when firms are present in more marketsthigelost profits from deviation increase fasterth
the gains from deviation.



RJVs via market shares is that one does not ndaddarices, costs, and elasticities,
which are frequently not available, not reliableace difficult to measure.

There are few empirical studies on the relationsleifwveen R&D cooperation
and market power. Our empirical methodology is esbsto Gugler and Siebert’s
(2007) study, which compares mergers to RJVs. Thagthors estimate an
endogenous switching regression model and find ifferences between the two
modes of cooperation in their effect on market ebafurthermore, Goeree and
Helland (2010) investigate whether a tougheninghaf U.S. leniency program in
1993 motivated a decline in RJV participation undee NCRA program. The
underlying idea is that if firms use the NCRA-RJ&s a collusive tool, then tougher
antitrust sanctions should make firms more cautiBydinding that fewer firms enter
after the introduction of the new policy, they chne that the NCRA-program has
led to collusion. Finally, Oxley, Sampson and Siwan (2009), through an event
study, examine how RJV announcements in U.S. inégsaffect the stock market’s
evaluation of these firms’ rivals. Their results@provide evidence in line with some
RJVs being suspect of collusién.

Our approach differs from the above works by rejyam market shares, while
also explicitty considering the heterogeneous ¢ffeof RJIV participation.
Specifically, we distinguish between RJVs amonméirthat are not competing in the
same product market (“vertical RJVS”), which arerentikely to be only efficiency
enhancing, and RJVs that include direct competiftrerizontal RJVs”), which are
potential vehicles for collusichAs an aside, note that the term “vertical RIVised
as a contrast to horizontal RJVs. It is, howevet, mecessarily the case that these
RJVs consist of firms that are vertically linkedproduct markets; there may be no
relation at all.

Furthermore, we take into account that firms fredlyeparticipate in several

horizontal RJVs, thereby creating networks amomgaticompetitors that in some

" Note further that in an experimental setting Snet2008) finds that R&D cooperation facilitates
price collusion.

% Examples of competitors involved in the same NCRM/s include Texaco and Chevron in the
petroleum industry, Apple and Dell in the compuiedustry, Texas Instruments and AMD in the
semiconductor industry, and Burlington Northernt8dfe and Union Pacific in the railroad industry.



instances include a substantial part of the ingitistn sum, our approach incorporates
aspects of both the size and scope of researcboodtions.

Our empirical results can be summarized as follo@s. average, RJV
participation does not lead to a significant chamgenarket shares, which suggests
that some RJVs are used for innovation and othaislynfor collusive purposes. By
contrast, vertical RJVs lead to a significant ims® in market shares, which
corresponds to the view that non-competing firmgeeRJVs to realize efficiency
gains. RJVs amongst competitors display a declmemarket share, indicating
collusion and lower consumer surplus. This resuit hmrizontal RJVs becomes
statistically stronger when the network structuse dlso taken into account:
sufficiently large horizontal networks lead to grsficant drop in market share. These
findings suggest that it is the nature and siz¢hefformed network that drives the
welfare aspects of RJV cooperation. Empirically, @gtéimate the horizontal network
size above which it becomes problematic in termesatitision when it includes 18%
or more of its direct competitors. Overall, ourulés are in line with the conjecture
that joint R&D activities can lead to collusion the product market, in particular
when a large number of direct competitors are veol

We further evidence that our findings are robudlitferent specifications of a
firm’s business and its direct competitors. In jgatar, while our main analysis
assumes that firms dedicate resources, take strdtedjusion) decisions and identify
rivals mainly in their most important industry, vsaow that the same results hold
when taking the opposite view, i.e., assuming tinats operate through independent
divisions in all business segments where they egsegmt. Our results, therefore, hold
for both a grouped and a divisional approach ofrra.fFurthermore, we show that
relatively larger firms are both more prone to fggptite in large horizontal networks
and lose relatively more market share, tentatiwedijcating that larger firms cause
relatively more collusive harm through their RJ\ftpapation. Finally, because of the
importance of rightly capturing market shares irr analysis, we show that our
measures are comparable to those of several cdtesats.

The setup of the paper is as follows. The nexti@edhtroduces the formal

framework, where our theoretical identificationaséigy is presented. Section 3

° In the petroleum industry, for instance, six diremmpetitors are connected through their
participation in several NCRA-RJVs. The formed ratke are even larger in other industries; 16
competitors are connected in the computer indwsidy21 in the special-industry-machinery sector.



describes the data and characterizes the networiafmn through RJV participation.
Section 4 develops the empirical estimation stsatemd Section 5 explains the
results. Section 6 shows several extensions angsnobss checks. Finally, Section 7

concludes.

2. Formal framework

We give a formal reasoning of how collusion throl®&D collaboration impacts a
participating firm’s (net) market share and consumelfare, taking into account that
these cooperations may be used for innovative paofor collusion, or for both.
Our setting allows for firms competing in quanstidut we later argue that the same
identification strategy also works when firms comepen prices. For quantity
competition, the setup of Farrell and Shapiro (398@losely followed, as this is one
of the most general inter-firm collaboration modserms of demand and supply
specification’” We further discuss some of the more restrictiveuamptions of this
model and argue that the results would stay quaktg the same by relaxing these

conditions.

A basic framework: quantity competition
We begin with an explanation of the general medmaniConsider a market witk

firms competing a la Cournot in homogeneous go@ismand is given bp( X),
wherep is price, X is industry output, andp'(X)<0. We denote a firm’'s cost
function by c(x), wherex; is firmi’s output, andc, (%) its marginal cost. The first-
order condition is therp(X) + x p'( X) = ¢( x) =0 and the Cournot equilibrium is a

vector (x,,...,X, ) such that the first-order condition holds forMifirms. We show in

an Appendix that, when imposing two standard camuiton the Cournot equilibrium
to ensure uniqueness, one can characterize howegaggroutput in this marketX,
moves in response to an (exogenous) change of tobypa group ofkK<N firms,
dXg:tt

10 Although theirs is a merger model, the same arguation can be used for firms colluding through
RJVs, not taking into accouhbw exactly firms use RJVs as a collusive device, Wh&outside the
scope of this paper. In other words, we abstraghfall internal stability issues of collusion; sg.,
Cabral (2000) and Cooper and Ross (2009) for sdtireing agreements through RJV membership.
" The proof in the Appendix is a straightforwardemdion of Farrell and Shapiro (1990).



Lemma 1 Whenfirms compete a la Cournot, then an exogenous o¢utipange by a

group of K<N firms,dXy , moves aggregate outpd¥ in the same direction, but by

dx
les,0 < T <1

This Lemma is the “workhorse” for further analysfge now focus on RJVs and start

with the case where firms enter an RJV only forovation purposes. Participation

then leads to a lower marginal cost functiog, (x) < c,(x)for each of theK

participating firms (insidersf As a consequence, each of tiensiders increases
output, which naturally follows from the first-ondeondition®® In response, the
remainingN-K rivals (outsiders) lower their production accoghnto re-establish the
Cournot equilibrium. Therefore, insiders’ marketagh rises with respect to the
outsiders. Of course, by Lemma 1, total productoimcreases as well. Therefore,

given that p'(X) <0, consumer welfare rises when firms participat&®kiVs solely

for innovation reasons.

On the other hand, when firms use RJVs only folus@n, theK insiders, by
jointly deciding upon production levels in the puotl market, use their enhanced
market power to lower outpufhe N-K outsiders respond by increasing theirs.
Insiders’ market share thus goes down with respethe outsiders. Further, given
that the total production decreases (Lemma 1)eprincrease and consumer welfare,
hence, is lowet?

Since firms potentially enter RJ\6®th for collusive and innovation purposes,
the effects on insiders’ market shares, equilibrpreduction, and equilibrium prices

is a priori ambivalent. Nevertheless, it is possiiol identify a net effect. A group &f

2 The assumption that NCRA-RJVs mainly lead to eesluctions rather than to the introduction of
new products is in accordance with their intendegppses (Link, 1996). As is also argued in Gugler
and Siebert (2007), many articles and case stodiRSVs confirm that the vast majority of RJVs fecu
(exclusively) on the development of new technolsgiesulting in cost reductions. Examples for the
NCRA-RJVS include Link (1996) and Rdller et al. (Z29. Moreover, case studies by Chang and
Podolny (2002), Silverman (2002) and Yoffie (2088}cribe how RJVs focus on process innovation.
13t is assumed for now that firms have ex-ante tidahcost functions; th& participants therefore
expand their production in the same way.

4 Firms may have a preference to stay outside aypumdlusive RJV; see e.g., Salant et al. (1983)
where collusion is unprofitable unless 80% of tiven$ in the industry are involved. This result
crucially hinges, however, on the assumptions efr tthodel. One of their most restrictive assumgion
— and one that is not needed in our more genetab-sés the fact that demand is linear. If onexeta
this assumption, one can show that the profitabdftjoining a collusive group depends on the degre
of concavity of demand. In particular, the less cawe the demand the more profitable collusion
becomes (Cheung, 1992; Fauli-Oller, 1997).



colluding insiders decrease their production if fibkkowing holds: the total mark-up
of theK firms should be less than the sum of their pre-R#fk-ups, keeping their

production constant at the pre-RJV le¥elln other words, insiders decrease
K _ K _
production if and only ifp—cRJV(Z %) < Z[ p— ¢ x)], wherep is the pre-RJV
price, the cost functions, are measured at pre-RJV output levels and c,,, is
K _
measured at total pre-RJV outpLin. As a consequence& colluding RJV

members lead, relative to the pre-RJV situatiom, tiecrease in output when

ZCX(;G) - CRJV(Z_X)
<

(1) K1

p-

As a consequence of firms’ first-order conditidme tmarket shares of th€insiders
then decline with respect to the-K outsiders and, by Lemma 1, total output
decreases. Therefore, when inequality (1) is satisK firms participate in RJVs and

collusive effects dominate innovation, resultinglaclining market shares.

Thus, we can state the theoretical identificationdition for collusion.

Identification: A sufficient condition for firms tollude through RJV participation is
a decrease in market share with respect to them-participating rivals. When this

occurs, the product market price rises, leading tecrease in consumer welfare.

This means that our identification strategy basedmarket shares can detect some
but not all firms colluding through RJV participati In particular, we can only detect
those colluding firms that do not innovate “too myovhere too much is defined by
condition (1) above. Only when this occurs doesptmluct market price also rises,

leading to a decrease in consumer welfare.

!5 This is a reinterpretation of Proposition 1 of ieirand Shapiro (1990, p. 112) for RJVs, extending
their reasoning from 2 ti§ firms.



Extensions of the basic framework

The qualitative implications of our framework remahe same when relaxing its
assumptions. First, the model assumes homogenamds.gAs products become
more differentiated, firms impose fewer negativdeaxalities on each other and
consequently reduce their output by less when dltuthrough RJV participation.
Insiders then gain less by colluding and as a apresgce seek a lower increase in
price. Therefore, a lower degree of innovationasded to offset collusive effects, as
Gugler and Siebert (2007) also show in a mergerenudth linear demand. Thus,
while having an influence on exactly how much inston neutralizes collusion, the
predictions on market shares are robust to anyegegfr product differentiation.

Second, although our setup assumes for simplibay firms exhibit ex-ante
symmetric cost-functions, the above condition —e/Ipibtentially not holding foeach
of the RJV-participating firms— still holdsn averagefor the K insiders when these
firms have ex-ante asymmetric cost functions, a® las this distribution of cost
functions is not too dispersed. It is this averaffject that is needed for our empirical
application.

Further, we do not model firms’ choice of R&D-lesethen entering an RJV
for innovation. That is, it is assumed that it izvays profitable for firms in “only-
innovation-RJVs” to invest in a lower marginal castfirms are profit-maximizers,
this assumption is logically satisfied. Indeed ntfiems only enter an innovation-RJV
when this is profitable and, absent collusive éffethese RJVs should thus lead to a
lower marginal cost. In any case, this assumptidinbe empirically confirmed: firms
that enter in vertical RJVs — i.e., RJVs that ateup among non-competitors and are
thus hardly intended for collusive purposes — ekxlfipan increase in R&D spending
and (i) a higher resulting market share, whicltasisistent with these firms having

invested in R&D to reach a lower marginal cost mfduction’®

'8 Note that these empirical observations are alssistent with a more complex model where both
RJV insiders and outsiders have the possibilitynieest in R&D. When R&D is characterized by
strategic complementarities, then the average R@énding for insiders should be higher than for
outsiders, leading to a relatively lower marginastcfor participants, as Banal-Estafiol, Macho-®tad|
and Seldeslachts (2008) show in a merger contehé. Same work also considers an endogenous
merger-model where R&D-spending is a strategicalde, which is equivalent to firms entering in
RJVs for collusive purposes and deciding whethentovate as well. When R&D is hard to organize
among participating firms or too costly relative ite benefits, then firms cooperate in the product
market but won'’t innovate, which leads to a lossnarket share. If, on the other hand, participating
firms both cooperate in the product market and vat®, then their market shares increase vis-a-vis



Also, we do not characterize equilibrium situatiots other words, we are
silent about the “coalition formation game” thabising played and only characterize
some properties (market shares and prices) of fessitcomes’ If one would fully
model this game and solve for its equilibria, themveral outcomes are possible,
depending on how one models the RJV formation gesee; Bloch (1997) for a
general overview of applicable coalition formatiomodels, appropriate solution
concepts and corresponding equilibria.

We now briefly explain the reasoning of why ourrtfication condition also
holds when firms compete in prices and productsidferentiated:® Assume that the
strategic variable —price, in this setting— moveserby the initial decision of a group
of K firms than by the reaction of theM-K rivals, which is again a necessary
condition to reach a unique equilibrium (see, famraple, Vives, 1985, for an
extensive discussion). When firms enter an RJV lpufer innovation reasons,
marginal costs decrease. As a result, the insiserdower prices. Rivals react by
setting lower prices as well, given that priceiggtt exhibits strategic
complementarities (Fudenberg and Tirole, 1984). elmw, given that the reaction by
outsiders is not as strong as the initial pricergl@se, insiders capture a larger part of
the market. Therefore, they gain market share andwmer welfare increases. If, on
the other hand, firms participate purely for calesreasons, insiders raise prices (or,
equivalently, contract output). Rivals react byreasing prices as well, but by less;
thus contracting output by less. Therefore, insidese market share with respect to
their rivals and, at the same time, consumer welfiacreases due to higher product
market prices. If, finally, RJV participation indeg firms to both reduce costs and to
collude, when collusion dominates cost reductiamuist logically be that (i) insiders
lose market share and (ii) consumer welfare deesed@3ur identification, therefore, is
the same as when firms compete in quantities.

Note that the above analysis on the market shdréssiolers vis-a-vis their
non-participating rivals assumes partial collusiae,, restrictive agreements are

formed among competitors that involve a subsethef industry. Although most

outsiders. These results, therefore, indicateahabre elaborated RJV setup than ours would yredd t
same empirical identification.

1" A “coalition” in our context is defined as a groopfirms that in an RJV coordinate on collusion
and/or innovation.

18 Price competition in homogeneous goods yields cantinuities and it is often hard to interpret
results; see Vives (1999) for a discussion.

10



theoretical works on cartels assume the monopaizatf the industry, partial cartels
have often occurred in reality. For example, th¥eeth-American and five European
firms in the citric acid industry were fined fokiing prices and allocating sales in the
worldwide market. Their joint market share was a60% (Levenstein and Suslow,
2006). Also, a cartel among shipping firms in thertN Atlantic constituted 75% of

the market (Escrihuela-Villar, 2003). Recently, ma#i but growing theoretical

literature has also started to examine partialetarBos and Harrington (2010), for
example, consider the endogenous formation of lsaaited find that the optimal cartel
size in an industry is less than all-inclusive wtamiluding is costly or firms are

sufficiently patient, and colluding firms are raNaly large with respect to their non-
colluding rivals. Escrihuela-Villar (2008) deterragsthat a partial cartel is internally
and externally stable because allowing more memiersd increase the incentives
for each to deviate and undercut the collusiveeprin sum, both empirical evidence

and theory confirm that partial collusion is prabte.

3. Data

Our data are based on three sources: the NCRA-Ratdbase, which holds
information on RJVs and its participants under National Cooperative Research
Act (1985-1999), the Compustat North America Indak database containing firm-
specific information on about 22,000 publicly trddd.S. firms (1986—-1999), and the
NBER U.S. Patent Citations Data File. The starjpagnt is all 785 NCRA-RJVs
registered in the period 1985-1999 involving 5,7&5profit entities. There are also
non-profit entities in some NCRA-RJVS, but sincesh are not relevant for the
purpose of this paper, they will not be considered.

We provide a short overview of the NCRA-RJV datafor a detailed
explanation see Link (1996) and Vonortas (1997)he enactment of the NCRA in
1984 and its amended version, the National Cooper®esearch and Production Act
(NCRPA), have been created to stimulate R&D in th&. In particular, the act
allows American firms to establish large RJVs tt@atduct pre-competitive R&D and

has been implemented by the U.S. Congress as fpantiodustrial policy to improve

9 We thank Nicolas Vonortas from George Washingtoiversity for making this data available to us.
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international competitiveness of American comparaesl industrie§’ Under the
terms of the NCRA, a notice must be filed with bdie U.S. Department of Justice
and the Federal Trade Commission disclosing the’®RRpxincipal research content
and its initial members; subsequent notificatiorfscbanges in membership or
research intent are also required. In return, Tedatitrust exemptions are granted to
the NCRA-RJVs, such as, for example, the applicatiotherule of reasorinstead of
theper serule and the exemption from treble damages whegal behavior is found.

In order to obtain firm- and industry-level measjrwe match 1,013 out of
the original 5,755 NCRA for-profit entities to fisnin the COMPUSTAT North
America Industrials database. The dropped firmswaustly small and, in a few cases,
non-U.S. firms. The remaining companies constituie sample of RJV participants.
We then tie 630 out of the 1,013 entities to theHRBU.S. Patent Citations Data File,
containing all filed U.S. patents since 1963. Theans that the other 383 RJV
insiders do not hold any patent. As explained m rtlext section in more detail, the
reason for matching RJV insiders with the patertlu@se is because the lagged
patent stock is one of the tools in our strategystrument for research collaboration
and R&D investments (see e.g., Gugler and Sieb@éx7).

The sample of outsiders in an industry in a givearyis generated by taking
all those firms which did not participate in any\Rih that industry and the given
year, where an “industry” is defined according tong’ primary SIC4 codes. We
exclude the firms that compete in industries withh RJV from our sample of
outsiders, since these firms do not face any imsid®ut of these 9,597 unique
outsiders, we match 1,355 to patent data. The obhésiders are assigned zero
patents.

In sum, we generate a sufficiently large samplbath NCRA-COMPUSTAT
insiders and NCRA-COMPUSTAT outsiders with informoat about their patent
activities. Unfortunately, COMPUSTAT does not piwicomplete series on the
included variables; we therefore drop all thosenfobservations for which we have

missing values on sales, as this variable is ne¢datkfine a firm’s market share.

20 Accordingly, an RJV may be filed under the NCRAemtits purposes are “(a) theoretical analysis,
experimentation, or systematic study of phenomenabeervable facts, (b) the development or testing
of basic engineering techniques, (c) the extensiomvestigative finding or theory of a scientifir
technical nature into practical application for esimental and demonstration purposes..., (d) the
collection, exchange, and analysis of researchrimdition, or (e) any combination of the [above].”
(Link, 1996)

12



Finally, those industries where the number of firimdower than 3 are dropped as
these are considered to be outli@rghe final sample, i.e., the included firms oves th
period 1986-1999, is an unbalanced panel with oarame 428 insider-year
observations (ranging from 128 in 1986 to 730 i®9)9and 5,431 outsider-year
observations (ranging from 4,098 in 1986 to 6,761999).

The variables “market share” and “research collatton” are the two
fundamental variables in our empirical analysisgd @me therefore first discussed.
Market shares are constructed by using firms’ saldbeir primary 4-digit standard
industry classification (SIC4), as reported by B®MPUSTAT North America
Industrials databas& This SIC aggregation level is equivalent to therently used
6-digit NAICS level and represents the most dedaitedustry classification possible
on the basis of SIC codes. The definition of tHevant product market is always an
issue in antitrust. Although we use 4-digit SICseléications, it is possible that the
relevant antitrust market is smalférif so, effects would be underestimated, as they
are likely to be larger in smaller markets. In tt@se our estimates are a lower bound.

Given the importance of market shares for our amslgnd, hence, also the
database from which we construct these measurés, dpportune to discuss this
matter in more detail. An important reason why wepy the COMPUSTAT North
America Industrials database is because other restedies on RJV participation and
collusion use exactly this same dataset. Indeedrégoand Helland (2010) use firm-
level information from the North America Industgaflatabase to construct, among
other variables, market shares and measures ofempdwer. Oxley et al. (2009)
apply this database to define a firm’s rivals am@dnstruct concentration indices. By
employing the same data across different papegssttidies and their results become
more comparable. However, to convince the readdrttie COMPUSTAT Industrials
database itself is appropriate for our analysisewensively show the robustness of

our results in Section 6 and comment upon the lsiliftaof this dataset.

2L There exists a COMPUTAT SIC4 code 9997 “Indust@ahglomerates” that includes six firms. Of
course, conglomerates should not be included irdataset, since code 9997 does not constitutel a rea
industry. We, therefore, also exclude these sixgtmnerates from our analysis.

%2 The market share of a firm is defined as the firyearly sales divided by the sum of yearly sales i
its primary SIC4 industry (see Table 1 for the gedefinition).

% The median number of firms in a given SIC4 indy#r34. It is difficult to say in general how many
firms operate in an antitrust market. As an examiplea study containing 150 European horizontal
merger cases, Duso, Neven and Roeller (2007) fiatthe European Commission identified about 8
rivals to the 2 merging firms, which thus indicateat on average an antitrust market consists of 10
firms in Europe.
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As to RJV participation, our first measure is bagately on whether a firm is
participating in at least one RJV (“RJV any”). Sinit is more likely that collusive
effects are present when firms are competitors,the define a variable “RJV
horizontal”, which is equal to one when a firm nseat least one competitor in this
RJV, where competitors are defined as firms compgeith the same SIC4 industry.
We also define a variable “RJV vertical” when tfieh does not meet any competitor
in any RJV where it is present.

Table 2a provides summary statistics in which sdirs¢ patterns can be
observed. Firms that do not enter RJVs are smallégrms of market shares, total
assets, R&D expenditures and patent stodk particular, the difference between
insiders and outsiders for the latter two innovatariables is substantial, suggesting
that these might be factors related to participatecisions. If we partition the RIV
insiders into those that participate in either icaitor horizontal RJVs, we observe
that the members in horizontal RJVs are largeremms of total assets, R&D

expenditures and patent stock, yet they are smialterms of market shares.
[Insert Table 2a about here]

To further identify the collusive nature of RJV peoations, more precise
measures for horizontal RJVs are then defined. gassibility would be to look at the
number of direct competitors in a particular RJ\ét,Yabout one-third of all insiders
collaborate in several NCRA-RJVs — the mean beifg@ ®JVs per participating firm
— thereby effectively creating networks. For examph the petroleum industry
Chevron, Amoco, Exxon and Texaco all participateniore than 70 NCRA-RJVs; in
the semiconductor industry Intel and Texas Instmis@re members in 20 and 18
RJVs, respectively; and in the computer industril]BHlewlett Packard and Apple
have joined more than 20 research collaborations.

This network dimension might be especially relevarten investigating
collusive effects, as product market coordinatidtero works through competitors
creating several formal meeting points. A suffitigrarge horizontal network may

then give insiders the critical mass to make c@lusustainable. Indeed, as Bos and

24 To build the patent stock of firinat timet we use a constant knowledge depreciation rateldf 0.
(see e.g. Hall, 1990, and Griliches and Maires384)L
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Harrington (2010) and Escrihuela-Villar (2008) icatie, although partial collusive
networks are stable, they need to be large enoagbet profitable. Further, the
punishment potential may be higher when formingtwork through participation in
several RJVs, as the multi-project argument of \faw (2000) indicates, and
collusion may thus be easier to sustain.

The size of the network may also matter for innmratlf firms participate in
RJVs to increase their efficiency then a biggereaesh network might lead to a
higher cost-reduction, for example, through a laqgeol of knowledge (Veugelers,
1998) or by benefiting more from learning effed#®éng and Rothaermel, 2005). On
the other hand, a larger network may lead to higtgancy costs and more severe
free-riding (Duso, Pennings and Seldeslachts, 20f.0jis is the case, then one could
erroneously link a loss in market share to collositn order to exclude this
possibility, we will test whether firms in largeenical networks — i.e., research
networks among non-competitors — enjoy a largeiketashare gain. This turns out to
be the case, which means that firms in larger iatiom networks enjoy higher
efficiency gains.

In sum, the above discussion suggests that, bgddhkie size of the horizontal
network into account, a more precise identificatidrour question of whether firms
use RJVs for collusive or for innovation purposesttained.

We construct a horizontal network measure as thmbeu of unique
competitors a firm meets in all the RJVs in whithsia member, and divide this
figure by the total number of competitors in thdustry, which gives us a measure of
the “market coverage” of a firm through its RJV f@pation®® Therefore, the
relative size of firmi’'s horizontal research network in an industryin yeart is
defined as

@ RN, =——

> contagf .

N, -1 j#i

mt

where N, is the number of firms present in y@an marketm and

if in yeart firmi meets competitpr &t least one RJ

1
) contack = {O otherwise

% For completeness, we further in the paper re-doaoalysis with (i) a network measure that also
takes into account indirect links between firmse(gzotnote 39), and (ii) a network measure thagsak
into account participating firms’ market shares(Section 6).
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Since the maximum number of contacts a fircan have with its competitojsn the

market is the total number of firms in the industmnus one, i.e.N,,, -1, we must

necessarily have thaforizontal Net., (J[01] 2

As discussed above, the links with competitors ugho membership in a
single RJV are likely to be less numerous than wtading into account a firm’'s
participation in several RJVs. To illustrate thising, we compare our network
measure, as specified in equation (2), with two Rp¥cific measures of a firm’'s
connectivity. First, the average number of competita firm meets in horizontal
RJVs is calculated relative to the total numbercoimpetitors in the industry
(“average horizontal RJV”). Second, the maximunadirm’s links of all horizontal
RJVs in which it is an insider is obtained, agahative to the number of firms in its
sector (“largest horizontal RIV”).

On average, our horizontal network variable eq0algl8, which implies that
the average firm that participates in horizontaV®Xreates a network with its
competitors that covers 14.8% of the industry. @a bther hand, the average
coverage per horizontal RJV is 0.082, while thatre¢ number of links in a firm’s
largest horizontal RJV has as mean 0.098. Wheimgesite difference between the
means of the two RJV-related measures and of ouzdmtal network variable, the
latter is found to be significantly larger at tH# Significance level.

To further demonstrate this issue, we look at tretrgteum industry
(SIC4=2911), where firms were effectively convictéat collusion. In 1999, for
example, Chevron met 9 of its 31 competitors thhopgrticipation in several RJVs
(the horizontal network size is therefore 0.29)jlevit linked with only a maximum
of 5 in a single RJV, which implies an industry etage of just 0.166. Exactly the
same pattern can be observed for Texaco and Ex&aother example is the
semiconductor industry (SIC4=3674) in 1997, whee&ak instruments met 22 out of
127 firms in several horizontal RJVs, thereby drepa horizontal network of 0.173,
whereas it only met 11 of these competitors in &®/, implying a coverage of
0.086. Virtually the same differences can be ndtedother important firms in the

semiconductor industry, as for instance Intel adDA These findings emphasize

% The reason we construct this variable as a relatieasure, apart from the obvious scaling issges, i
that our identification is a function of the sizetioe network relative to the industry (see equa(ib),

wherep and X both depend oNl).
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that it is potentially important to account for tlaet that a firm participates in several
RJVs. By defining a horizontal network measure, ob&ins an unbiased measure of
a firm’s effective connectivity with competitors,hieh we see as one of the main
contributions of our approach.

Figure 1 shows that the distribution of horizoma&ftworks is considerably
skewed to the left, i.e., most networks are reddyivsmall and cover, on average,
14.8% of the industry (see also the horizontal netwariable in Table 2a). Based on
this empirical distribution, we divide the network#o three size categories and
define small networks as those that are in the $0®8% percentile, medium-size are
those that are in the 25%-75% range, while largeorks are situated in the top
75%27

[Insert Figure 1 about here]

Taking a first look at how network size matterse Hame regularities emerge
for both our network measures. Firms participatimgmall horizontal networks are
smaller and less innovative —in terms of R&D expkmds and patent stock— than
firms participating in medium-size networks, whiah turn are smaller and less
innovative than companies in large networks. Thiggests a positive correlation
between innovation variables, market shares, aadsite of the created horizontal
network. However, in order to identify a true cdusdationship, we revert to our

econometric framework.

[Insert Table 2b about here]

4. Empirical implementation

The empirical challenge is to identify consumer fared-enhancing participation for
innovation reasons (which leads to output expansi®ma-vis the rivals) and
consumer welfare-decreasing participation for e reasons (which leads to

output contraction with respect to the rivals).

" These categories are arguably arbitrary. Howelifferent size categories (as for instance based on
the 33? and 67" percentiles) do not qualitatively change our ressul
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Our test is implemented by estimating a marketeskguation as a function of
RJV patrticipation, controlling for other factorsaathmay potentially influence a firm’'s

market share. Specifically, the following equatisestimated:
2 2
(4) MSmt = 0’0 + 0’1 M$mt—l+ Z/Br R‘]%t—r + Zyr LOg & ):?t—r +A %t—l +’7i +/71 + gimb
7=0 7=0

whereMS,,, our dependent variable, is the market share rof fi operating in
industry m in yeart. As independent variables, we include the laggepeddent

variableMS,,,, several lags of RJV participatioRJV, .., lags of the firm's R&D

expenditures in logsLog(R& D and X, a vector of lagged industry-level

it 0
control variable$® Finally, 77 is a firm-specific fixed effecty, is a time fixed effect,
andé&n is an i.i.d. normally distributed error term.

Our control variables are defined in Table 1. Simegket shares are persistent
over time (Mueller, 1985; Gugler and Siebert, 20QAg market share equation is
specified as an autoregressive process. By addatagged terms of a firm’s market
share, the RJV participation variable effectivebptures deviations from a firm’s
market share trend.

To account for differences across firms’ innovatiess and their impact on
market shares, we incorporate R&D expenses airtddvel; see Hall, Mairesse and
Mohnen (2010) for an overview of the returns of R&Dhis idea goes back to
Leonard’s (1971) seminal study, which finds a pesitcorrelation between R&D
spending and sales growth. Several lags of firnellé¥&D spending are included,
given that its effect typically takes time to mébre (Mansfield, 1965; Pakes and
Schankerman, 1984).

28 The parameted stands for the precise lag. In our main specifizgtive chose to include up to two
lags of RJV participation, i.e., a contemporaneeffisct (7 = 0), plus two previous yearsl(=1 and

T =2). This choice is dictated by the need to balamge éffects: to account for sufficient time such
that RJV participation can affect the market outeoamd to drop as few time periods, and hence
observations, as possible. For consistency, wethesssame number of lags for our other firm-level
variable, i.e., R&D expenditures. The inclusionfutther lags for both variables does not signifiban
affect our results.
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Finally, industry-specific factors are add@dn particular, given that we want
to control for the differential impact of a firmR&D spending relative to the industry
in which it operates, we control for the laggedusialy’'s average R&D expenditures
(Log(R&D) _Industry). We further include a lagged term of the averfige’'s market
value (in logs) of the SIC4 industry in which theirnfs operates
(Log(MarketValue)_Industiy which serves as well as time-varying industfeetf *°

There is the possibility that time-specific factarsay influence a firm’s
market share. The equation therefore containd adtibf yearly time dummies which
take into account time-specific factors that areogenous and common to all
industries.Finally, due to possible firm-specific time-invamtafactors, we include
firm fixed effects.

The estimation proceeds as follows. We begin bykilgp at research
collaboration as measured by the dummy “RJV anyiictvtakes on the value of one
whenever a firm is involved in at least one RJ\WY #me value of zero otherwise. We
further distinguish between RJVs where firms domeet direct competitors (vertical
RJV) and those where they do (horizontal RJV); bath again defined as dummy
variables. The focus then shifts to horizontal RJ&splicitly taking the network
structure into account, and dummies are constructedur different size categories.
This allows us to analyze the heterogeneous eff#c®&IV participation and, hence,

to make a more precise inference on the collusotential of RJVs.

Econometric issues and identification

There are several econometric issues that need &mltiressed. Since the unobserved
panel-level effects are by construction correlatéti the lagged dependent variables,
the endogenous nature of lagged market shares beustccounted for to obtain
consistent estimates. The system GMM estimatoreldped by Arellano and Bover
(1995) and Blundell and Bond (1998) are therefmseduThese estimators, which
have been widely adopted in the literature, uss taglevels and differences of the

dependent and potentially endogenous or predetetmvariables as instrumerits.

2 We use one lag in this case to account for passieédback effects and to reduce potential
endogeneity issues. Given that these are indusinyra variables, the more complex and longer lag
structure used for our main variables of intergstdt replicated.

30 We experimented with different measures of siata(tassets, sales, employees); results stay robust
31 While Arellano and Bond (1991) propose using moneguations coming from the conditions that
lagged-levels of the dependent variable and thelgbeemined variables are uncorrelated with first-
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To correct for the downward bias of the system Glid-step estimation of standard
errors in a finite sample, we use the Windmeij@0&) robust estimator.

Moreover, there might be problems of endogeneity ttutransitory shocks.
The potentially biggest one is the fact that a teragy and unobserved firm-specific
shock could simultaneously influence a firm’s RBftipation and its market share.
For example, it may be that RJV insiders are maceessful in innovation and thus
have a relatively larger market share. Also R&D englitures may suffer from the
same problem. We use several strategies to mititpgeproblem. First, we include
several controls for this possible shock — time oues, industry’s average R&D and
market value, firm fixed effects and, most impottgrfirm-level R&D.

Secondpur system GMM estimator allows us to use an imsémial variable
approach using both “internal” and “external” instrents. Indeed, GMM estimators
are not only useful for avoiding dynamic panelsbidhe flexible framework of
GMM can accommodate multiple endogenous varialeés@VM estimators can be
regarded as providing implicit models for the omtinmstruments (Arellano, 2003).
Our internal instruments are essentially lags agded differences of the dependent
variable, and our (potentially endogenous) RJVigigdtion and R&D measures. In
terms of external instruments, the lagged firmzes{measured by total assets) is
used, given Irwin and Klenow's (1996) findings tHatger firms gain more from
research cooperation and from R&D knowledge spdtevtherein. Furthermore, like
Gugler and Siebert (2007), we include the laggedber of accumulated patents. In
both cases, we invoke the identification conditibat the lagged values of these
variables are uncorrelated with the error term.irfk’s lagged stock of patents is a
measure of how efficiently it innovates and is thuskely significant determinant of
RJV participation, if firms (partly) join for inn@tion reasons. Indeed, as Cassiman
and Veugelers (2002) show, firms better capture R&pmillovers from other
participants when their innovative capacity is ¢geaThe first two columns of the
preliminary statistics in Table 2a show that firpeticipating in RJVs own a much

higher patent stock (3.8 versus 150.9 discountedraalated patents, respectively).

differences of the disturbances, Arellano and Bai&95) and Blundell and Bond (1998) propose
employing the additional moment conditions thatgked) differences of the dependent variable are
orthogonal to levels of the disturbances. To ussehadditional moment conditions, one needs the
condition that panel-level effects are unrelatethefirst observable first-difference of the degemt
variable. We later show that this is indeed theéaour framework.
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Furthermore, firms in horizontal RJVs have moreeptt than insiders in vertical
RJVs (167.9 versus 124.8 accumulated patents).

The lagged patent stock is a good instrument faf R&mbership when it is
correlated with RJV participation, controlling fthre other factors that are used in the
framework. Therefore, the research participatiomsnees are regressed on the lagged
patent stock of firms, including the predetermiracdtors of our main regressich.
Table 3 shows that a firm’s patent stock, indeeghicantly influences all types of
RJV participation; the same holds for lagged firnzesand lagged R&D
expenditured® Furthermore, for all our measures to be validrimeents, they must
be uncorrelated with the error term in equation. (Bheir correlation with the
residuals is indeed close to zero as will be erpladiin more detail in the next section,
confirming that we have workable instruments in seiting.

It is important to note at this stage, howevert tvaile the system GMM
estimator is a useful tool to deal with endogeneityunderappreciated problem often
arises in its application. The GMM methodology negd to an asymptotic bias when
some of the explanatory variables are endogenousl({@o, 2003) and could overfit
the endogenous variables when abusing of instrupr@fiferation (Roodman, 2009).
In other words, having too many instruments canl lea a failure to clean up the
endogenous components of the potentially problemegigressors (Windmeijer,
2005). We will argue in the section on results th@s is not the case in our

estimations.
[Insert Table 3 about here]

The final step of our empirical identification s&rgy is based on the role of
heterogeneous effects. The theoretical setup peediéferential responses across
distinct categories of RJV participation. If RJVse apartly) used for collusive
purposes, then our model predicts a positive impacé firm’s market share when

participating in vertical RJVs but a negative imipaben entering a horizontal RJV.

32 All the explanatory variables are lagged threéguisrto be sure that we do not infer correlations d

to reverse causality and to mimic the instrumemsisduin the main regression where lags 3 to 6 are
employed as instruments. Results are qualitatidegtical when using different lag structures.

% Note that, given that we incorporate a measure finm’s size, the instrument matrix includes R&D
expenditures and not R&D intensity (which yieldssignificant coefficients when replacing
expenditures in the estimations in Table 3).
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Further, if the size of the horizontal network raadtfor collusion, then different size
categories might yield a distinctive effect on amfs market share. Since our
empirical results generate different reactionsdissimilar types of RJV participation,
this is further evidence that endogeneity has laeleinessed. Indeed, it is hard to come
up with a story for why an omitted shock shouldldiether results for different
categories. Although one can never fully rule dwe possibility that some complex

interaction of omitted shocks would drive the résuhis seems unlikely.

5. Reaults

Specification tests

First, some specification tests are performed.démvergence, the point estimate of
the lagged dependent variable needs to be lesslthdnit root tests indeed indicate
that the market share data-generating procesatisrsry. In particular, we perform

for all specifications unit-root Fisher type testehich are suitable for unbalanced
panel data like ours. All results strongly rejeleé thull hypothesis that the panels
contain unit roots (at the 1% significance level).

Several test statistics are then applied to théesySSMM estimator. First,
since the number of instruments is much larger ttien potentially endogenous
variables, the Sargan statistic for over-identifiynestrictions can be used to test for
the joint exogeneity of the moment conditions. AsblEs 4 and 5 show, for all our
estimations we cannot reject the joint hypothesit the over-identifying restrictions
are valid. Our instruments as a whole are thuscooelated with the residuals. We
furthermore applied difference-in-Sargan testsefy exogeneity for several subsets
of instruments? For different subsets, we cannot reject the nyfidthesis of no
correlation, thereby giving further validity to ocinoice of instruments.

Second, to use the additional moment conditionshef system GMM that
extends the original Arellano-Bond estimator irfetiénces, one needs the condition

that the lagged first difference of the dependeaiable is uncorrelated with the

3 A difference-in-Sargan test checks the validitypafubset of instruments. This is done by computing
the increase in the test statistiben the given subset is added to the estimativoseJnder the same
null of joint validity of all instruments, the chge in the test statistic j§ distributed, with degrees of
freedom equal to the number of added instruments.
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current unexplained change in the dependent vari@ld., the error term). One can
check this condition by applying a difference-irggm test to all the GMM
instruments for the levels equation (Blundell armh@®, 1998). We cannot reject the
null hypothesis of no correlation at usual levels significance for all our
specifications (see Tables 4 and 5). These tdsts, give support to the applicability
of the system GMM estimator in our setting.

Third, to define the moment conditions, the sys@iM hinges on having no
serial correlation in the error terms. Given that fixed effect estimator is based on
first differences, one can check this assumptiotebiing the absence of second-order
serial correlation in the disturbance term (Aretlaand Bond, 1991). In all
specifications, the Arellano-Bond tests show theg éstimation performs well: we
reject the presence of autocorrelation.

Finally, an asymptotic bias of GMM estimators cob&la problem. Arrellano
(2003) shows that this bias is of ordéN in the case of endogenous variables, where
T is the number of periods amNithe number of groups. Given our particularly large
number of groupsN=>5,785 and relatively low number of period§<12), this seems
not to be an issue in our analysis. Related to phidlem, a too large instrument
collection with the system GMM estimator may owvenfiotentially endogenous
variables, given that the number of instrumentsvgrexponentially with the number
of periods if one includes all available lags ire timstrumental matrix (Arellano,
2003; Roodman, 2009). We therefore limit the numdfelags in all specifications
when we build our instruments. As a result, the amhof instruments in our setting is
only linearly related tal. We consequently employ a small number of insémnis
relative to the number of groups and thus complyn igood practice” of the system
GMM as advocated in Roodman (2089).

% We explain here in detail our instrumenting sggteThe internal instruments for the differenced
equation are lags 2 to 5 of the market shares hadldg of R&D expenses, and lag 3 of RJV
participation. The external instruments are theehyear lagged patent stock, total assets, the/ese-
lagged industry average of the log of market valnd R&D expenses, and the set of year dummies.
The internal GMM-type instruments for the level ation are the three-year lagged market share and
the log of R&D expenditures. In some specificatisresdeparted slightly from this general structdire i
the Sargan test of over-identifying restrictiongecéed our original structure. In these instances w
reduced the number of used lags. We also experadenith different lag structures and results are
qualitatively robust.
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Control variables

The parameter estimates for the control variabkesi@tuitive. Most importantly,
R&D exerts in general a positive effect on MS, althh this effect is weaksiven
that the focus of this paper is on the collusivernh underlying research cooperation,
the parameter estimates for the controls in furtipercifications and samples are not

discussed, since their impact is similar acroseegjtessions.

RJV participation — horizontal vs. vertical RJVs

We begin by testing whether any type of RJV pagséition yields a significant change
in market shares. Given that we allow for the dftecwork through several periods,
for this and subsequent regressions only the cuivel&ffect of three subsequent
years is reported. As can be seen in Table 4, rtipact is negligible. A negative

effect of about -0.24 percentage points is foumd] #is loss in market share is not
significant. Given the likely heterogeneity in timeentives to participate in an RJV,
this average result is not surprising. If some RtRke place for innovative reasons,
while others are started for collusive purposesntthe net effect may simply be

inconsiderable across all cases.

[Insert Table 4 about here]

We therefore explore the characteristics of RIM$ eéheck whether they are
systematically related to collusion. Specificallye distinguish between vertical and
horizontal RJVs. The second column of Table 4 respthre impact of vertical RJVs;
membership therein increases a firm’s market siite4.8 percentage points, which
is significant at the 5% level. That implies thal\R among non-competitors yield
significant efficiency gains and that collusion ydano role. This finding is in
accordance with the fact that non-horizontal retathips typically have positive
welfare effects. It is also consistent with oumfiwork where RJVs that are set up
purely for innovation should increase insiders’ kesrshare. The result therefore

confirms our formal set-up. In addition, the higinearket share appears to be linked
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to an increased level of R&D expenditures, inditgtihat research exhibits strategic
complementarities, as explained in footnote®16.

As we are interested in collusion, we zoom furtheon horizontal RJVs. We
begin by estimating thaverageeffect of horizontal RJVs using the dummy variable
approach. As can be seen in the second columniadé Ba a small cumulative market
share loss of -0.91 percentage points is detediatl,the effect is statistically
insignificant. This implies that for the averagerihontal RJV, efficiencies and
collusion effects on market shares are statisfichidlanced. In terms of our
framework, it also suggests that consumers do eoefit on average from horizontal
RJVs. While this result is interesting in its owight, we further proceed by

investigating the characteristics of horizontal BRIV

RJV participation —network effects

We examine whether the total number of direct |kt competitors plays any role.
Using the dummy variables defined in Section 3, test whether the size of the
formed network is systematically related to coltusiColumn 3 of Table 4 shows that
small horizontal networks yield a small negativéeetf on market shares of 0.95
percentage points (although not significant), medaize networks decrease the
market share by -1.37 percentage points (signifiaathe 10% level), while firms in
large networks show a -2.65 percentage point chésigaificant at the 5% level).
These coefficients indicate that the larger thewnst, the bigger and the more
significant the effect on market shares is. Thmwshthat product market coordination
is statistically related to large horizontal netlgyrwhile there is no evidence that
small networks are prone to collusion.

To exclude the possibility that larger networksdiéa a decrease in market
share due to increased agency problems or higledioation costs, we investigate
the impact of network size in vertical networks.ddn the plausible assumption that
these issues are similar in both vertical and lootal RJVS, a positive effect of size
on market shares in collaborations among non-cdtopetis inconsistent with

efficiency losses in larger networks. As is showrTable 5, medium-size and large

% In an OLS regression, which is not reported beeafsspace constraints, we estimate the log of
R&D expenses as a function of lagged participationertical RJVs, correcting for the other factors
used in the main regression and using a full séitré§ dummies and firm fixed effects. The coeffitie
estimate of vertical RJV membership is positive atadistically significant at the 5% level
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vertical networks lead to a significant increasemarket share of their participating
firms.3” This strongly suggests that the negative markateshin larger horizontal

networks cannot be attributed to efficiency losses.
[Insert Table 5 about here]

In sum, the results confirm that large horizonetworks are prone to collusion in the
product market. This contrasts with the results Vertical RJVs, which lead to
innovative gains that are increasing with the siizthe created network.

Besides having policy relevance, these findings &sd further support to
our identification strategy, as it is hard to expléhrough an omitted shock how
different types of RJVs and size classes of thenéal networks would yield a

differential outcome on a firm’s market share.

Critical network size
In order to estimate a critical network size abedgch collusion can be identified, a
continuous model is proposed. In particular, théofgang market share equation is

estimated:

2 2
(5 MS, :a0+alMSmt—1+zﬁlr RN, +Zﬁz Rri%'m—r
=0 =0
2
+.¥,Log R &D )., + A Xy + My + 17+ Eiy
=0

where all variables are as in equation (4), extegt we define a new continuous
horizontal network variableRNand further include its quadratic terRN?. This
guadratic specification can be associated with ecifip parameterization of our

general theoretical framework where demand is tineampetition is in quantities

and firms face increasing marginal costs and/dewifitiated product®

37 Note that our vertical network is constructed islightly different way to our horizontal network.
Given that one cannot easily come up with a redatheasure for non-competitors, we just sum the
unique contacts of a given firm in its vertical RJWVe then look at the distribution of this countda
divide vertical RJVs in small (the first quartilé the distribution), medium (the second and third
quartile), and large (the top quatrtile).

3 This parameterization is equivalent to the cladsicerger paper by Perry and Porter (1985), which
can be adapted to an RJV model where participatiay lead to efficiency gains and/or product
market collusion. See Banal-Estafiol and Ottavia@D6) for a full derivation of this framework. As a
robustness check, we estimated the model with gnpatial of third degree. The results from this
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Figure 2 plots the estimated continuous effecttifier network variable from
equation (5) and compares it to the discrete hgégmeous effect reported in column 3
of Table 4. The continuous specification tracesthatcategorical specification, i.e.,
participating in small networks has a near-zero d@otpon market shares, while
membership in larger networks yields a significanggative effect. In particular, the
plot follows a U-shaped pattern, which reaches @mim at a network size of 0.45,

where firms on average lose a market share of -3.8%

[Insert Figure 2 about here]

Most importantly for our purposes, a critical netilwsizeK* can be identified
above which the market share of insiders is lowantthat of outsiders. Specifically,
we estimate this critical point to lie &*=0.18 (10% significance level). In other
words, participation in horizontal RJVs, therebpdeng to a network with direct
competitors that consist of more than 18% of thadiin that market, is likely to lead
to collusion®

Empirically, we find that 29% of the observatiohstthave a strictly positive
value for the horizontal network variable fall akothat critical threshold. This
corresponds to 196 out of 676 unique firms whichaay time participated in
horizontal RJVs?®

One can make use of the estimated critical valuedizate some industries in
which firms’ RJV membership leads to horizontalwmtks above the threshold.
Suspect combinations come, for example, from smetlivorks (of three firms) in a
small industry of nine firms, resulting in a relegi network size of 0.33 (“Soap,

Detergents, Perfumes and Cosmetics”, SIC=2840jhétther end of the spectrum,

estimation are qualitatively identical to those avbed with our quadratic form in terms of point
estimates. However, we lose precision, which pdimtsossible specification problems with the cubic
functional form and to the chosen quadratic forrtduditting the data.

39 We also constructed an alternative measure ofireSenetworks, based on both direct and indirect
links among competitors; thus accounting for thesgaility that firms can also potentially collabtea
toward collusion via indirect contacts. The resulgained with this measure are very much in line
with our main findings: the critical network sizbave which market shares of participating firms are
significantly negative can be foundkit*=0.16.

“0 Given the low frequency of high values for theibontal network variable (see also Figure 1), we
lose some precision in the network coefficientsinestes when we are approaching the end of the
distribution. Less than 2 % of the values for tleéwork variable lay above the threshold of 0.7,chhi
makes confidence intervals widen substantially.sEhebservations can be traced back to 7 firms that
all belong to the cement and hydraulic industryCi&t3241).
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the “Special Industry Machinery” (SIC=3559) has thest links in absolute terms
counting 21 firms (covering 0.38 of the industry). relative terms, the largest
network is situated in the Electronic Computeraustdy (SIC=3571), where 47% of
the competitors are connected via RJVs (16 outddfirgns in the industry). Table 6

shows these and more industries that are suspdet oar framework.

[Insert Table 6 about here]

Before going to the extensions and robustness shédlks worthwhile stating
that —while applying rather different identificaticstrategies— our results are very
much in line with Goeree and Helland’s (2010) ande® et al.’s (2009) findings that
RJVs in the U.S. may soften product market comipetitThis correspondence, we
believe, strengthens the main message. Yet, tHeedppethodology allows our study
to focus on some unexplored issues — prominentty tlikbterogeneous effect of
different forms of RJV participation— and to addaosmall but growing body of

literature that identifies potential problems o tRCRA industrial policy program.

6. Extensions and robustness checks

Another view on what constitutes a firm

By using the COMPUSTAT Industrials database for ¢bastruction of our market
share measures, we implicitly assume that firmsnipatledicate resources, take
strategic (collusion) decisions, and identify rivah their most important industry.
Indeed, the COMPUSTAT Industrials database assajhsales of a firm to its

primary SIC4 code, which represents its most ingodrindustry.

One could assume, on the other hand, that firmsilalise resources, take
strategic decisions and identify rivals over basycall industries where they are
present. We have therefore re-done our analysis thik COMPUSTAT Segment
database, which allocates sales (and other relefigumtes) over all of a firm’'s
business segments. The correlation between theemshlares in the two datasets is
equal to 0.37. While this correlation is positivedahighly significant (p-value <

0.01), its relatively low value does indicate tha are getting at different aspects of
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how firms can be allocated into markétsThus, given that these two databases —
COMPUSTAT Industrials versus COMPUSTAT Segment-eofivo extreme views

of how firms potentially operate, we provide an lgsia for both a broad and a
narrow approach of how to identify a firm's busisesd its direct competitofs.

Before presenting these new results, however, wed t@ briefly clarify how
we have built the variables with the segment dawee Table 7 for the exact
definitions. Of course, the market shares are basdtie reported sales per segment.
The other firm-specific and industry-level variablgse segment-specific observations
if available; e.g., the segment database normalhonts assets per segment. If not
available (e.g., for patents), then we assign tmepany-wide figure to the segments
proportional to their sales.

[Insert Table 7 about here]

As can be seen from Table 8a, a firm's assets, R&Penditures, etc., are
smaller when distributed over all its segmentseiadtof when they are all attributed
to its primary SIC4 code. Firms’ market shareshi@ $egment database, on the other
hand, are on average a bit larger than in the tndiss database. Hence, the two
databases are comparable, but they indeed offieretitt views of what constitutes a

firm.

[Insert Table 8a about here]

[Insert Table 8b about here]

1 Oxley et al. (2009) conduct a somewhat similarreise in identifying a firm's rivals (i) based on
only its primary SIC4 code, and (ii) based on @lireported SIC4 codes and state as motivation: “We
used both a broad and a narrow approach to idemffifyn's business and its rivals” (Oxley et aD0®

p 1327).

“2\We thank an anonymous referee for leading us-tiorthe analysis with the COMPUSTAT Segment
data.

3 One can argue that, even though considering saleme particular business segment, a firm's
consolidated figures —e.g., in R&D—- contributettornarket shares in that segment. However, we think
it more reasonable that resources are specifiedthgated to a particular segment and contributiésto
market share there. Moreover, this way of modelpgvides the starkest contrast with our
methodology applied to the COMPUSTAT Industrialtatiase.
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The definitions of horizontal and vertical RJVs despecial consideration.
First, we consider firm in segment to be participating in a horizontal RJV if it
shares the same SIC4 segmewith at least one other RJV member. Its netwozk si
classes are defined in a similar fashion as fomaain analysis. For vertical RJVs, we
use two definitions. The first (‘RJV Vertical Nawbd) identifies firms that participate
in an RJV, and the intersection of all of its rdpdr SIC4s with any other RJV-
member’s set of reported SIC4s is empty. In otherds, a firm is considered to be
participating in a narrow vertical RJV if it nevereets any of its direct competitors in
an RJV, counted over all SIC4s in which it partatgs. This is our main category to
identify participation in a vertical RJV, as thigssurely the “cleanest” and narrowest
way to define vertical RJVs and to identify potahyi beneficial innovation effects.

However, it may be that this is actually too narrawdefinition if firms’
business segments operate totally independentlyislis the case, even if two ‘parent
firms’ meet in another SIC4, two particular busmesits of these same parent firms
may be considered to be participating in a vertiRaY, since there is no connection
between these two business units in the relevariuyst markets. We therefore also
construct a second and broader category of vefdals (“RJV Vertical Broad”). In
particular, a firmi that is present in segmesis considered to be participating in a
broad vertical RJV if firm participates in an RJV and (i) meets therein meofirms
of that same segmestin which it is present, but (i) does meet firmghmvhich it
sharesother segments. Thus, this category identifies RJV gigdnts that are present
in a particular business segment and do not compigheother members in this same
segment, but do have other segments in commonT&aes 8a and 8b for summary
statistics on all our RJV measures.

When looking at the effects of RJV participatiorséé on the segment data
(Table 9), one can see that results are qualitgtthe same as for our main analysis.
In particular, RJV participation of any type doex lead to changes in market shares
(see column 1). Its absolute value is close to zew the effect is not significant.
Second, when separating participation into vertcal horizontal RJVs, the impact is
now positive for our two categories of vertical BJdd negative for horizontal RJVs
(although not significant). Third, when considerig size of the created horizontal
network, participation in small networks has noeeff whereas participation in
medium-size and large networks has a significamtigative impact on market shares

(see column 3). In this last specification, alsotipgoation in narrow vertical RJVs
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leads to a positive and significant effect, whiketgzipation in broad vertical RJVs is
not significant. This confirms expectations thatrow vertical RJVs are better able to
isolate innovative RJVs. We therefore concentratghér only on narrow vertical

networks to investigate the relation between thigie and firms’ market share.
[Insert Table 9 about here]

As can be seen from Table 10, participation in njaegrow) vertical RJVs —
thus thereby creating a large (narrow) verticaltwoek” — leads to a larger gain in
market shares (although the effect is not sigmifidar medium-size networks due to
the relatively large standard errors). Thus, narv@ntical RJVs lead to innovative

gains that are larger for large created networks.
[Insert Table 10 about here]

The consistent results for both the COMPUSTAT Indals and Segment
databases strengthen the message of the papeed)rateth when assigning firms to
their primary industry and when allocating firmsarall their business segments, we
find that if RJV participation with direct competit leads to large enough networks
then firms lose market share as a consequencefi@lings, therefore, are in line
with these firms using RJV participation as a ttml product market collusion, for

both a grouped and a divisional approach of firap@rations.

Potential measurement error and correlation withhar databases

The COMPUSTAT datasets may lead us to measure islieees with some error
since product markets for antitrust matters areegily more narrowly defined than
industries or segment.While measurement error in our dependent markatesh
variable does not create biased estimates, thetHattwe include a lagged market-

share as an independent variable may lead to ‘seigmre dilution” or “attenuation

4 Moreover, firms may strategically misrepresent sosegments in the COMPUSTAT Segment
database; although this misrepresentation should karge extent be remedied by new accounting
standards in the U.S., as is extensively argueBdrger and Hann (2003). See also Bloom et al. (2012
who discuss the pros and cons of the COMPUSTAT ®egmataset and show that there is a high
correlation between this database and another pesrhicommercial dataset on segment data
(Amadeus).
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bias”. Indeed, the greater the variance of the ity wrongly measured lagged
market-share, the closer its estimated coefficiapproaches zero, instead of
measuring the true relation.

However, the system GMM estimator that we empl@alsl well with
measurement error. First, any permanent additivasorement errors are of course
absorbed into the time-invariant individual effe@sd are hence controlled for. But
second, the system GMM estimator allows for tramtsmeasurement errors. As Bond
et al. (2001) neatly show, twice-lagged first-diéfieces of the market share series can
still be used as instrumental variables for theelewequations in the presence of
serially uncorrelated measurement error. Therefibithe lagged dependent variable
is measured with error, this will require peribd first-differences of the variables
measured with error to be omitted from the setnstruments for the equations in
levels.

We thus need (i) no serial correlation in any ptémeasurement error and
(i) to use further thai-1 differenced lags as instruments in the levels touaFirst,
the Arellano-Bond tests show that we do not havalsautocorrelation in the error
term in any of our specifications. Thus, this irdés that any potential measurement
error in our data is also serially uncorrelateditfiermore, we use lads2 or further
in our GMM analysis; see footnote 35 for more dstain our instruments. We,
therefore, fully employ the advantages of the syst@MM estimator to deal with
potential measurement error. Indeed, Bond et @012 pp 14) state that: “The
potential for obtaining consistent parameter egstisiaeven in the presence of
measurement error and endogenous right-hand sidables is a considerable
strength of the GMM approach [in dynamic panel datalels].”

Nevertheless, to further show that our market she@asures are suited for our
purposes, we compare our market shares with thbs¢her databases that could
provide us with potentially “better” market sharasasures, since they are based on
well-defined relevant antitrust markets. We thevestigate how these market share
measures correlate with ours over the years irsdingple. The existence of a positive
correlation would imply that the changes in oneeseof market shares are reflected
as well in the market share changes of the othéesseSince we are exactly relying
on this time series variation for identification @ur panel data methodology, i.e.,

changes in market shares due to RJV participatigrgsitive correlation would then
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show that databases are comparable in terms o§'fishifting relative positions in
their markets.

For this purpose, we employ the datasets of thaiedithat are most related to
ours in methodology or topic. First, given that @ugand Siebert’s (2007) study is
the most similar in terms of methodology (they aldentify market power through
market share changes), we also use firms’ annuakenashares of the U.S.
semiconductor industry (SIC4 industry 3674 “Semihactors and Related Devices”)
from the Gartner Group. This company annually @#ieproduction data for each
firm operating in the semiconductor industry. Thasis data covers the whole
population of firms actively competing in one weé{ined (antitrust) product market.

Second, Goeree and Helland (2010) is the papeestiés ours in topic. Their
study applies not only the COMPUSTAT Industrialgatbase, but also the Gartner
database and data from the Federal Communicationn@gsion (FCC) on telecom
companies (SIC4 industry 4813 “Telephone Commuiunat). This FCC dataset
contains the whole population of firms actively queting in one relatively well-
defined product market. We therefore also congituei~CC dataset.

As can be seen from Table 11, the correlations é&twour market share
measures and those of the FCC and Gartner dataselsgh. First, over all years in
our sample, the correlation between the FCC maskates and our COMPUSTAT
Industrials and Segment market shares are 0.9%.8&7d respectively. On a year-by-
year basis, correlations between the FCC and COMRISnarket shares are often
higher than 0.99 and never lower than 0.81. Aparhfa few exceptions, the p-values
for these yearly correlations are lower than 0T0ie same pattern can be observed
when we compare our data with the Gartner datar @Veyears of our sample, the
correlation between the Gartner market shares an€®MPUSTAT Industrials and
Segment market shares are 0.90 and 0.91, resggctive a year-by-year basis, the
correlations between the Gartner and COMPUSTAT etaskares are at minimum
0.90, but again for several years higher than (A89hese correlations are significant

at the 1% level.

[Insert Table 11 about here]

In sum, we observe almost perfect positive cori@iat between our market

shares and the FCC and Gartner datasets. Theredsté this correlation between
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“true” market share measures and those providatidywo COMPUSTAT databases
can be taken as additional evidence that our maskates capture the relevant

dynamics.

Market share-weighted networks

It seems perhaps intuitive that collusion wouldrbere problematic if the largest
firms in an industry are linked rather than the Bas& In other words, market shares
of the linked firms may matter as well. We thereféurther build a second network
measure (‘RN_MS’) which takes into account the tredasize of member firms. In
particular, we create the same RJV network-paditdm measure as in equation (2),
but weigh contacts now by firms’ market shares; Fables 1 and 11 for the exact
definition in the COMPUSTAT Industrials and Segmdatabases, respectively.

The distribution of this market share-weighted reetwies more to the right
than the distribution of our original variable;.j.evhen taking into account market
shares, firms’ horizontal networks cover relativetpre of their industries. Indeed,
the relative average horizontal network (‘Horizéitetwork MS’) is 0.2812, which
is almost double our average original network U#ea0.1478). This difference is
confirmed when creating three different size clas®e the market share-weighted
measure in the same fashion as before, and corgp#ngse with our original
network. In particular, when weighting networks hitmarket shares, the
COMPUSTAT Industrials database shows that smallvords cover about 3% of
their industry, whereas medium-size networks c@&¥ and large networks 59%.
These numbers are clearly higher than the sizeseda®f our original network
measure (about 2%, 9% and 39%, respectively; sdde T2b). The (unreported)
differences for the segment data are even higher.

Our two network variables thus measure different bomplementary
concepts. Indeed, our first measure builds solpnuhe number of competitors that
is connected through RJV patrticipation, while taeand puts more emphasis on their
relative siz&® This difference makes it interesting to see if cesults change by

taking this dimension into account.

5 Accordingly, we can tentatively interpret small ket share-weighted networks as being networks
with prevalently relatively small firms, while laegetworks mainly contain large firms.
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For both our datasets, the market share-weightedonles yield qualitatively
the same findings as our main specification (seaera2). In other words, whereas
participation in small networks yield positive bimsignificant changes in market
shares, participation in medium-size and large agtsvyield negative and significant
changes in market shares. Moreover, participatiorertical networks again results in
a positive effect on market shares. Thus, our ngesslaat large networks tend to
facilitate collusion holds, independent of whethes define networks in terms of
number of firms or in terms of their market shdfarthermore, these results largely
confirm that networks of larger firms have a moegative impact on participating

firms’ market shares than networks of small firms.

[Insert Table 12 about here]

Given that our findings indicate that the relatsiege of a firm matters for
collusion, it is interesting to further empiricallseparate its collusive effects. In
particular, we can re-do our analysis focusing iomd’ size as a main explanatory
variable instead of the size of their horizontatwegk. For that purpose, we partition
participants of horizontal RJVs into three grougsall firms (with market shares in
the first quartile of the distribution), medium-sifirms (second and third quartiles),
and large firms (last quartile). For both COMPUSTAatabases, our (unreported)
results show the effect of horizontal RJV partitipa to be indeed stronger for

relatively larger firms.

6. Conclusion and Implications

Given the pressing need for economies to innovgdeernments often encourage
firms to cooperate in R&D since collaborations nielp firms to obtain research
objectives more efficiently. However, joint acties that create networks among
competitors may also facilitate collusion in theogwuct market, which is socially
undesirable.

This paper investigates whether RJVs lead to coatidin in the product

market. In particular, we derive an empiricallycteble identification condition that

allows us to test whether collusion has taken plécelecline in market shares of
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firms participating in RJVs is a sufficient conditi for collusion and, at the same
time, is necessary and sufficient for consumerlgarpp decrease. This approach is
applied to data on R&D collaborations created untter National Cooperation
Research Act (NCRA), which was established to dfiteujoint research by granting
antitrust exemptions.

The main findings are summarized as follows. dNerageeffect of RJVs on
market shares is found. As a result, one cannattifgieproduct market collusion for
all RJVs. By contrast, RJVs where direct competitoreet (horizontal RJVS) are
more suspect than RJVs between non-competitorsq@eRJVs). Moreover, we find
that the size of the created inter-firm networlotlgh membership in several RJVs is
an important driver. Our results show that largaZomtal networks are most prone to
collusion in the product market. This contrastshwiite results for vertical RJVs,
which lead to efficiency gains that are increasiitty the size of the vertical network.

Specifically, we estimate the critical size abovhkick our test identifies
collusion. This occurs when the formed network udels more than 18% of direct
competitors. Empirically, 29% of our sample withsgictly positive horizontal
network value falls above that critical thresholthis corresponds to 196 out of 676
unique firms which at any time participated in kontal RJVs.

Our findings are robust to different specificatiafsa firm’s business and its
direct competitors. In particular, for both a gredpand a divisional approach of a
firm, results indicate that participation in largerizontal networks is most conducive
to collusion in the product market. We furthermteatatively show that especially
larger firms cause more collusive harm throughrtRé\V participation.

In terms of policy, our findings are rather wornse as they suggest that a
large number of firms create networks that enableision in the product market and
lead to a reduction in consumer surplus. The resafltthis paper, therefore, have
some significant implications for competition pgligis-a-vis research cooperations.
First, the likelihood of collusion in the produciarket is significant and depends on
the type and the size of the created network, anthe size of its participating firms.
This suggests that per seapproach to RJVs is unlikely to lead to an effitie
enforcement regime. In particular, our findingsgess that aeffects-basedpproach
for large horizontal networks created through Ravtipipation is appropriate.

Second, even those RJVs that are below the idemtidritical network size

may lead to collusion in the product market. Irsthase, the efficiencies are large
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enough to compensate any possible collusive effaderms of market share, so that
consumers are better off. From the welfare persgedhese RJVs would in principle
not be problematic since the standard in antitrust the U.S. as well as Europe — is
consumer surplus. However, collusion is a hard-e@kation and thus illeggber se

In that sense, competition policy may have a chglehere from the legal perspective
to the extent that product market collusion and Réfficiencies may both occur,
leading the net effect on consumers to be positive.

In terms of future research, a natural next stefhisf approach would be to
investigate how the intensity of RJV-links influescthe likelihood of collusion.
Some firms meet each other several times acrofset RJVs, which clearly further
facilitates possibilities to coordinate on prodonarket cooperation.

Unfortunately, our methodology cannot distinguigivieen tacit and explicit
collusion. Whenever firms collude and coordinate loigher prices (or lower
quantities) through RJV participation, they deceetheir market share with respect to
rivals. How exactly they coordinate —i.e., tacitly or expligit is hard to determine.
This is not an artifact of our methodology, but @mmon issue in virtually all
empirical and theoretical papers on collusion tiedim the sense that no distinction is
being made between the two modes of collusion;Gamper and Kiuhn (2011) for a
discussion on the issue of explicit communicatioallusion and their call for more
research on this important dimension of collusion.

This matters for policy purposes since only explmllusion is illegal. Of
course, one might argue that collusion is alreaghyi@t when firms meet only once.
They can use then this one-off meeting to agretherexact behavioral rules that are
identical to what would have emerged under cootdinatoward tacit collusion
(Harrington, 2006). In other words, collusion candonsidered explicit when firms
meet once (or more) to agree on a collusive eqiuhin. In that sense, one can
tentatively hypothesize that firms that meet redulan RJVs to coordinate on prices
and quantities use these meetings to collude etpliHowever, more detailed
information on cartels’ internal organization issded.

Indeed, as a final remark, while our findings iradec that RJVs are used to
facilitate collusion in the product market, it issential to understand how these
cartels would be organized in practice. Unfortulyatéhis is a somewhat difficult
point due to a lack of information on the intermadrkings of U.S. cartels, both in

general and related to RJVs. The Department oficdustnd the Federal Trade
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Commission regularly issue press releases on @eterdrtel cases, but these are
usually one or two pages in length and provideelitietails as to how cartels actually
function.

Harrington (2006) investigates primary source makdéor decisions made by
the European Commission (E.¢%)While his study indicates that it is striking how
sophisticated their organizational structure gdheis, the allocation of duties across
firms’ employees in the discovered cartels is ndlyrsuch that the top-level people
of the participating firms are involved. One paiter NCRA-RJV that has been
suspect of collusive conduct, indeed, had the ¢epll management of its member-
firms active in the board. From this, one can tentatively conclude that @idin in
NCRA-RJVs would be orchestrated from the highestlleHowever, in order to
improve our understanding of the internal workimjscartels, and consequently to
increase their detection, we would encourage astitauthorities to share more

detailed data with academic researchers.

“® These cases comprise cartel activity that largelyers the 1980s and 1990s in the EThe E.C.’s
decisions can range from 30 to over 200 pages souide a lot of information on the manner in which
firms colluded.

4" Addamax Corp. v. Open Software Foundation, 96&upp. 549 (D.Mass. 1997), 152 F.3d 48 (1st
Cir. 1998). See also Goeree and Helland (2010nfe details on this case.
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Appendix: Proof of Lemma 1

N firms compete a la Cournot in homogeneous goodsnddd is given byp(X),
wherep is price, X is total output, andp'(X) < 0. A firm i’s cost function isc(x ),
where x; is firmi’s output, andc,(x)its marginal cost. The Cournot equilibrium is a
vector (x,,...,X, ) such that the first-order condition holds for ldlfirms. We need

two weak assumptions on the Cournot equilibriuninatd; these two conditions are
among the weaker conditions for Cournot equilibrigmixit, 1986). The first

condition imposes downward sloping reaction curves,

p'(X)+% p'(X)<0. (1

The second condition states that each firm’'s redidiemand curve intersects its
marginal cost curve from above,

Cux(%) > P'(X). (

Write y; = ¥4 x; = X — x; for the aggregate output of all firms other thamfi.
From the first-order condition, we can derive firmieaction curve with respect to a
change in rivals’ aggregate output

dx; _ p'+x;p"
—=R = ®3)
ay; 2p"+x; D —Cxy

From condition (1) and firm’'s second-order condition®; < 0. Together with
condition (2), we then have that

—-1<R;<0.
This means that if firmi's rivals jointly increase production, then firntontracts its
production, but by less than its rivals’ expansiBrom equation (3), we have that
dx; = R;dy;, which can be rewritten ak¢;(1 + R;) = R;(dx; + dy;), or
dx; = —A;dX, 4)

wherel; = 1;—'2.. Under conditions (1) and (2), clearly

;> 0. 5)

Suppose now that we hawe= 1, ..., K firms (“insiders”) that produce a total output
Yk Xk = Xg. Write zx = Yj., x; = X — Xgfor aggregate output produced by firms
other than th& insiders. Then, for any rival firm= k, and given equation (4), we
can writedx; = —A;dX. Adding up for all firmsj # k,dzx = — Y.k A; dX. Adding
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dXx to this equation gives udzg +dXg = — . 4;dX + dXg, or rewriting,
dX(1+ Y.k 4;) = dXg. This leads us to

ax 1
dxg  (1+Zjzk4))

From result (5), we know thaj > 0. Thus,

O<dX<1 6
dXK " ()

Therefore, if a group oK firms (exogenously) change their output by an amad
dXg, the change in total outpd® moves in the same direction, but by less. QED.
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Tablesand Figures

Table 1: Variable Definitions

Variable

Definition

Market share (M)

RJV Anyi
RJV Verticaj,

RJV Horizontg)

Total Assets
R&D;
Patent stogk

Horizontal Network (RMN,)
Horizontal Network MS (RN_Mg,)

R&D_Industryy,
MarketValue_Industry,

Firmi’s market share in its primary SIC4 industnyn a given yeat. The market share for firimn
industrym at timet is MS;,,,; = (total sales;,,; — foreign salesimt)/zlivz"f(total salesim: —

foreign sales;;), whereN,, is the number of firms in industry. All sales are in million U.S. $.
Dummy equal to 1 if firm participates in at least one RJV at year

Dummy equal to 1 if firm participates in at least one RJV at ygdut it does not meet any competitor,
where a competitor is defined as a firm with thexsarimary SICA4.

Dummy equal to 1 if firm participates in at least one RJV with at least@mapetitor at yeat, where the
competitor is defined as a firm with the same primaIC4 .

Firmi’s total assets in yearin million U.S. $.

Firmi's R&D expenses at yearin million U.S. $.

Firmi's cumulated patents at ydacalculated as Patent stgek(1-0.15) Patent stogl, + Patents
application (see e.g. Hall, 1990, and Griliches and Maires884L

Number of links with SIC4 competitors through Rg&fticipation (defined as firmsith the same primal
SIC4), over the total number of possible linkshia same SIC4.

Sum of the market shares of all competitors (defiag firms with the same primary SIC4) linked tigiou
RJV participation.

Industry average yearly R&D expenditures at theé43kevel, in million U.S. $.

Industry average yearly market value at the Si®@dlJen million U.S. $.




Table2a: Preliminary Statisticsfor Different Categories of RJV Participants versus Non-participants

No RJV Any RJV Vertical RJV HorizonRIV
Variable mean sd mean sd mean sd mean sd
Market Share 0.0730 0.1557 0.1491 0.2182 0.2268 648.2 0.0984 0.1630
Total Assets 1,119.0000 9,337.2140  8,688.5660 3%KA80 6825.3960 24,392.0400 9,908.0010  33,090.1700
R&D Expenditures 2.5932 32.0338 144.1250 548.0336 0.5578 234.1988 192.1945 674.5062
Patent stock 3.8045 85.3941 150.8789 523.1952 189.7 422.3369 167.9342 579.1164
# Horiz. RJVs - - 2.6053 8.3426 - - 4.0273 10892
Horizontal Network - - - - - - 0.1478 0.1839
Obs. 59,996 5,987 2,366 3,621

Table 2b: Preliminary Statisticsfor Horizontal Networksin Different Size Classes

Small Medium-size Large

Variable mean sd mean sd mean sd
Market Share 0.0432 0.0988 0.0950 0.1540 0.1604 056.2
Total Assets 13,014.5500 45,145.3700 5,260.0830 280500 16,100.7300 45,206.5600
R&D Expenditures 97.8843 291.1504 145.7234 522.6698 379.4984 1,068.5290
Patent stock 92.5980 303.9908 170.6768 651.2230 7837 625.1998

# Horiz. RJVs 1.6674 2.1588 2.7189 4.5967 9.0055 538
Horizontal Network 0.0174 0.0080 0.0918 0.0468 0(B9 0.2213

Obs. 905 1,811 905




Table 3: Deter minants of RJV Participation

Dependent Variable Any Vertical Horizontal Horizontal Horizontal Horizontal
RJV RJV RJV Network-Small  Network-Med. Network— Large
Estimation Method Probit Probit Probit Probit Probit Probit
Patent stocle 0.0040***  -0.0005** 0.0016** 0.0015*** 0.0016** 0.0022***
(0.0007) (0.0003) (0.0006) (0.0005) (0.0007) 00%)
Log(Total Assets) 0.520*** 0.179%** 0.477*** 0.269*** 0.404*** 0.493***
(0.0471) (0.0315) (0.0470) (0.0433) (0.0369) 838)
Log(R&D),.3 0.457*** 0.202*** 0.375%** 0.339%** 0.400%*** 0.675***
(0.0532) (0.0470) (0.0469) (0.0659) (0.0500) o)
Log(R&D)_Industry, 0.958*** 0.197** 0.867*** 0.148 0.610*** 1.440%**
(0.111) (0.0847) (0.111) (0.120) (0.0960) (0.196)
Log(MarketValue)_Industry -0.106* -0.111** -0.150*** -0.494%*** -0.0687 0.296*
(0.0600) (0.0563) (0.0572) (0.0901) (0.0617) an
Constant -9.758*** -6.136*** -8.290*** 2.318*** 2.29%* 3.310%**
(0.411) (0.264) (0.410) (0.0430) (0.0410) (0.0512
Year Effects Yes Yes Yes Yes Yes Yes
Firm Effects Yes Yes Yes Yes Yes Yes
Obs. 30,419 30,419 28,577 29,389 28,676 28,676

We show regressions for all our RJV participatiogasures. We use a panel probit estimation methggaiven the dichotomous nature
of our participation variables (any RJV, vertical\R horizontal RJV, small horizontal network, meditnorizontal network, and large
horizontal network). In all specifications we caitfor the other exogenous regressors from our repétification and add firm random
effects and year dummies.



Table4: RJV Participation on Market Shares

RJV any Horiz. Horizontal
vs. Vertical Network
Dependent Variable MS MS MS
Estimation Method System System System
GMM GMM GMM
MS1 0.9006*** 0. 9230*** 0.9159%**
(0.0146) (0.0176) (0.0437)
Cumul. RJV effect - Any -0.0024
(0.0050)
Cumul. RJV effect - Vertical 0.0481** 0.0446**
(0.0205) (0.0205)
Cumul. RJV effect - Horizontal -0.0091
(0.0073)
Cumul. Netw. effect — Horiz. -Small -0.0095
(0.0129)
Cumul. Netw. effect - Horiz. -Medium -0.0137*
(0.0071)
Cumul. Netw. effect - Horiz. -Large -0.0265**
(0.0138)
Cumul. Log(R&D) effect 0.0005 -0.0012 0.0003
(0.0013) (0.0014) (0.0014)
Log(Market Value) Industry -0.0002 -0.0004 -0.0001
(0.0004) (0.0005) (0.0005)
Log(R&D)_Industry; 0.0032 0.0063* 0.0024
(0.0023) (0.0037) (0.0024)
Constant -0.0003 -0.0015 -0.0005
(0.0022) (0.0028) (0.0024)
Sargan test (Prob > chi2) 0.3693 0.8063 0.9518
(113) (120) (135)
Difference Sargan test (Prob > chi2) 0.4868 0.4015 0.2886
(12) (12) (12)
Arellano-Bond test (Prob > z) 0.2273 0.6859 0.5937
Number of observations 36,485 36,485 36,485
Number of groups 5,785 5,785 5,785
Number of time periods (max) 12 12 12
Number of instruments 133 123 164

We report System GMM estimates of equation (4). R$Y participation variables, and Log(R&D)
are treated as endogenous. For space reasonscumiylative effects of RJV participation and
Log(R&D) are reported, which represent the sumhef ¢ffects from time to timet-2. Windmeijer

robust standard errors corrected for heterosceitgstire stated in parentheses. We report the p-
values of the Sargan test and the difference-ig&atest (the degrees of freedom are in parentheses
when we exclude the instruments for the level éqonatind the p-value for the Arellano-Bond test
for zero autocorrelation in first-differenced esor



Table5: Vertical networks on mar ket shares

Dep. Var. MS
Estimation Method System GMM
MS .1 0.903***
(0.0531)
Cumul. RJV effect - Horizontal -0.00522
(0.00562)
Cumul. Netw. effect — Vertical - small -0.0015
(0.0151)
Cumul. Netw. effect - Vertical - medium 0.0460**
(0.0228)
Cumul. Netw. effect - Vertical - large 0.0368*
0.(0210)
Cumul. log(R&D) effect -0.0011
(0.0011)
Log(Market Value) Industgy 0.0003
(0.0004)
Log(R&D)_Industry 0.0024
(0.0024)
Constant -0.0023
(0.0024)
: 0.8084
Sargan test (Prob > chi2) (159)
Difference Sargan test (Prob > chi2) 0.7373
(20)
Arellano-Bond test (Prob > z) 0.8289
Number of observations 36,563
Number of groups 5,785
Number of time periods (max) 12
Number of instruments 188

We report System GMM estimates of equation (4) whee differentiate the
effect of vertical RJVs depending on their size. ,M8JV participation
variables, and Log(R&D) are treated as endogeneoisspace reasons, only
cumulative effects of RJV participation and Log(Rg.Bre reported, which
represent the sum of the effects from titm® timet-2. Windmeijer robust
standard errors corrected for heteroscedasticéystated in parentheses. We
report the p-values of the Sargan test and therdifice-in-Sargan test (the
degrees of freedom are in parentheses) when wedscthe instruments for
the level equation, and the p-value for the Arell@ond test for zero
autocorrelation in first-differenced errors.



Table6: Critical network size and welfar e assessment

SIC4 Industry Description Year % Firms # Firms  # Firms in
above K*  above K*  industry
2840 Soap, Detergents, Perfumes, Cosmetics 1999 333.3 3 9
2911 Petroleum Refining 1999 0.1875 6 32
3312 Steel Works, Bla_st Fur_naces (including Coke 1998 0.2188 7 32
Ovens), and Rolling Mills

3510 Engines and Turbines 1996 0.4286 3 7
3559 Special Industry Machinery 1999 0.3818 21 55
3571 Electronic Computers 1991 0.4706 16 34
3572 Computer Storage Devices 1997 0.2059 7 34
3576 Computer Communications Equipment 1996 0.1944 14 72
4011 Railroads, Line-Haul Operating 1994 0.2174 5 3 2
4841 Cable and Other Pay Television Services 1992 .2286 8 35

The variabled Firms above Ktepresents the percentage of firms in a given ingysar that participate in horizontal RJVs and
reach a network size larger than K*. The variabl&irms above K*represents the number of firms that form a horizbnt
network larger thai*. The variable# Firms in industryepresents the number of firms in a given indugesy.



Table 7: Variable Definitions - Based on Business Segments

Variable

Definition

Market Share (M)

RJIV Anyig
RJV Vertical _narrowy

RJV Vertical_broag
RJV Horizontal;
Total Assets;
R&Di

Patent stock

Horizontal Network (RNy)

Horizontal Network MS (RN_M§)
R&D_Industry,
Total Asset_Industry

Firm i's market share in its SIC4-segmsim a given yeat. The market share for firmin its
segmens at timet is MS;,, = (total sales;, — foreign salesist)/zg\lji(total sales;s; — foreign sales;,), Where
N; is the number of firms in segmemntAll sales are in million U.S. $.

Dummy equal to 1 if firmi in segmens participates in at least one RJV at year

Dummy equal to 1 if firm in segmens participates in an RJV and the intersection obhits

reported SIC4-segments with any other RJV-memlset ®f reported SIC4-segments is empty.

Dummy equal to 1 if firmi in segmens participates in an RJ¥nd (i) meets therein no other firms

that same segmestbut (ii) meet firms therein with which it sharether segments.

Dummy equal to 1 if firmi in segmens participates in at least one RJV and its sharagithéhe
same SIC4 segmestwith at least one other RJV member.

Firmi’'s total assets in segmesiin yeart, in million U.S. $. If missing, the value is conipd
proportionally to firm's sales in segmestrelative to firm's total sales.

Firmi’'s R&D expenses in segmesat yeart, in million U.S. $. If missing, the value is contpd
proportionally to firm's sales in segmestrelative to firm's total sales.

Firmi’s share of cumulated patents in segnsaattyear, calculated as Patent stgek(1-0.15)
Patent stock, + Patents applicatigiisee e.g. Hall, 1990, and Griliches and Maires884). The
share is computed proportionally to firm'sales in segmestrelative to firm's total sales.
Number of links with SIC4-segment competitorotigh RJV participation, divided by the total
number of possible links in the same segnsent

Sum of the market shares of all SIC4-segment atitops linked through RJV participation.

Industry average of yearly R&D expenditures at$h€4-segment level, in million U.S. $.
Average yearly Total Assets at the SIC4-segmem Jéw million U.S. $.
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Table8a: Preliminary Statisticsfor Different Categories of RJV Participants versus Non-participants -
Based on Business Segments

No RJV Any RJV Vertical narrow RJV Vedl broad RJV Horizontal RIV
Variable mean sd mean sd mean sd mean sd mean
Market Share 0.1194 0.2328 0.1447 0.2216 0.1848 0.2414 0.2206 281G6. 0.0776 0.1255
Total Assets 546.8278 4,765.3570 4,083.5630 14,947.8100 2,948.699,147.7770 2,480.0880 12,514.1700 5,566.1610 5729400
R&D Expenditures 2.0729 147.1867 85.4811 368.3811 27.9078 90.5893 .3694 78.6285 142.4221 494.5315
Patent stock 3.0590 73.9138 87.3088 298.8605 55.2422 188.1465 .34%9 116.3488 127.6442 393.4492
# Horiz. RJVs - - 1.9425 4.9605 - - - - 3.6567 6.3289
Horizontal Network - - - - - - - - 0.1067 0.1290
Obs. 80,520 10,779 2,230 2,823 5,726
Table8b: Preliminary Statisticsfor Horizontal Networksin Different Size Classes -
Based on Business Segments
Small Medium-size Large

Variable mean sd mean sd mean sd

Market Share 0.0273 0.0604 0.0713 0.1120 0.1404 0.1664

Total Assets 4,482.7560 17,500.7000 5,936.4170 18,686.4100 5800 15,152.4700

R&D Expenditures 53.7644 190.0433 112.4512 320.4915 290.6491 836.249

Patent stock 45.3684 153.9146 119.1152 365.7461 226.1154 558.979

# Horiz. RJVs 1.6504 2.1483 3.3952 5.1820 6.1792 9.5544

Horizontal Network 0.0148 0.0068 0.0704 0.0299 0.2709 0.1632

Obs. 1,430 2,862 1,434
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Table9: RJV Participation on Market Shares -
Based on Business Segments

RJV any Horiz. vs. Horizontal
Vertical Network
Dependent Variable MS MS MS
Estimation Method System System System
GMM GMM GMM
MS.1 0.8560*** 0.8442*** 0.8044***
(0.0630) (0.0615) (0.0643)
Cumul. RJV effect - Any 0.0001
(0.0067)
Cumul. RJV effect - Vertical (narrow) 0.0433 0.0393*
(0.0301) (0.0227)
Cumul. RJV effect - Vertical (broad) 0.0164 0.0016
(0.0130) (0.0090)
Cumul. Netw. effect — Horiz. -0.0057
(0.0076)
Cumul. Netw. effect — Horiz. -Small -0.0081
(0.0058)
Cumul. Netw. effect - Horiz. -Medium -0.0126**
(0.0059)
Cumul. Netw. effect - Horiz. -Large -0.0186**
(0.0097)
Cumul. Log(R&D) effect 0.0031** 0.0026** 0.0026***
(0.0012) (0.0012) (0.0009)
Log(Total Assets) Industry 0.0074*** 0.0072*** 0.0033***
(0.0013) (0.0012) (0.0005)
Log(R&D)_Industry,; -0.0027 -0.0007 0.0024
(0.0029) (0.0028) (0.0018)
Constant 0.0297*** -0.0307*** -0.0109***
(0.0066) (0.0066) (0.0027)
Sargan test (Prob > chi2) 0.4386 0.5364 0.1589
(114) (168) (331)
Difference Sargan test (Prob > chi2) 0.3415 0.3065 0.7227
(60) (60) (60)
Arellano-Bond test (Prob > z) 0.5593 0.6859 0.5565
Number of observations 55,304 55,304 55,304
Number of groups 10,490 10,490 10,490
Number of time periods (max) 12 12 12
Number of instruments 134 194 363

We report System GMM estimates of equation (4). R3Y participation variables, and Log(R&D) are
treated as endogenous. For space reasons, onlyativaweffects of RJV participation and Log(R&D)ear
reported, which represent the sum of the effecftimet to timet-2. Windmeijer robust standard errors
corrected for heteroscedasticity are stated inrpheses. We report the p-values of the Sargaratesthe
difference-in-Sargan test (the degrees of freedmriraparentheses) when we exclude the instrunfents
the level equation, and the p-value for the Arell@ond test for zero autocorrelation in first-difaced
errors.



Table 10: Vertical Networkson Market Shares -
Based on Business Segments

Dep. Var. MS
Estimation Method System GMM
MS+1 0.7945%**
(0.0691)
Cumul. RJV effect — Horizontal -0.0155**
(0.0072)
Cumul. Netw. effect — Vertical (narrow) - small 0B07*
(0.0295)
Cumul. Netw. effect - Vertical (narrow) - medium 0.0435
(0.0361)
Cumul. Netw. effect - Vertical (narrow) - large 0.0760**
(0.0349)
Cumul. Netw. effect - Vertical (broad) 0.0032
(0.0117)
Cumul. log(R&D) effect -0.0032**
(0.0014)
Log(Total Asset) Industry -0.0039***
(0.0009)
Log(R&D) Industry; -0.0025
(0.0037)
Constant -0.0131***
(0.0037)
: 0.1953
Sargan test (Prob > chi2) (255)
Difference Sargan test (Prob > chi2) 0.8434
(60)
Arellano-Bond test (Prob > z) 0.5547
Number of observations 55,304
Number of groups 10,490
Number of time periods (max) 12
Number of instruments 287

We report System GMM estimates of equation (4) whee differentiate the effect of
vertical RJVs depending on their size. MS, RJV ipgudtion variables, and Log(R&D)
are treated as endogenous. For space reasonguonlyative effects of RJV participation
and Log(R&D) are reported, which represent the sfithe effects from timée to timet-

2. Windmeijer robust standard errors corrected fetetoscedasticity are stated in
parentheses. We report the p-values of the Saegirand the difference-in-Sargan test
(the degrees of freedom are in parentheses) whesxelade the instruments for the level
equation, and the p-value for the Arellano-Bond fes zero autocorrelation in first-
differenced errors.



Table 11: Correlation Coefficients among Different Measures of Market Shares

COMPUSTAT Industrials COMPUSTAT Segment

MS MS MS MS
Year FCC Gartner FCC Gartner
1986 0.9594" - 0.9786 ~ -
1987 0.9995™ - 0.9995 ~ -
1988 0.9993™ - 0.9994 ~ -
1989 0.9984 ™ 0.9379 ™ 0.9967 0.9959 ™
1990 0.9963™ 0.9055 ™ 0.9917 ™ 0.9968 ™
1991 0.9957 ™ 0.9200 ™ 0.9924 ™ 0.9979 ™
1992 0.9934™ 0.9228 ™ 0.9873 " 0.9960 ™
1993 0.9914™ 0.9496 0.9873 ™ 0.9973 ™
1994 0.9903™ 0.9709 ™ 0.9851 ™ 0.9464 ™
1995 0.9813™ 0.9868 0.9759 ™ 0.9655
1996 0.9968™ 0.9937 ™ 0.9872 ™ 0.9546 ™
1997 0.8558 0.9965 ™ 0.8438 ™ 0.9720 ™
1998 0.8188™ 0.9969 ™ 0.8322 ™ 0.9681 ™
1999 0.8961 " 0.9920 ™ 0.9527 0.9601
Tot. 0.9546 0.8957 0.9669 0.9143 ™

We report the pair-wise correlation coefficientstwmmen the market shares based on data from

COMPUSTAT Industrials (in the first two columns) AaitOMPUSTAT Segment (third and fourth
column) and the market shares from the FCC datadadesartner database respectively. The symbol
*** and ** represent significance at the 1% and %el, respectively.

S
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Table 12: RJV Participation on Market Shares -
Based on Market Share-Weighted Network M easure

Horizontal Horizontal
Network Network
(MS-based) (MSseg based)
Dependent Variable MS MS
Estimation Method System GMM System GMM
MS+1 0.9100*** 0.7965***
(0.0466) (0.0599)
Cumul. RJV effect — Vertical 0.0489**
(0.0192)
Cumul. RJV effect - Vertical (narrow) 0.0364*
(0.0229)
Cumul. RJV effect - Vertical (broad) 0.0038
(0.0087)
Cumul. Netw. effect — Horiz. —Small 0.0037 0.0068
(0.0096) (0.0058)
Cumul. Netw. effect - Horiz. —-Medium -0.0167* -0.0101*
(0.0087) (0.0059)
Cumul. Netw. effect - Horiz. —Large -0.0166** -0.0127*
(0.0068) (0.0075)
Cumul. Log(R&D) effect 0.0001 0.0024***
(0.0012) (0.0008)
Log(Market Value) Industry -0.0005
(0.0005)
Log(Total Asset)_Industgy 0.0032***
(0.0006)
Log(R&D) Industry; 0.0038 0.0021
(0.0023) (0.0020)
Constant 0.0011 -0.0108***
(0.0023) (0.0029)
Sargan test (Prob > chi2) 0.7753 0.2138
(135) (331)
Difference Sargan test (Prob > chi2) 0.3891 0.9081
(12) (60)
Arellano-Bond test (Prob > z) 0.7522 0.5552
Number of observations 36,485 55,304
Number of groups 5,785 10,490
Number of time periods (max) 12 12
Number of instruments 164 363

We report System GMM estimates of equation (4).afdgs in the first column are based on COMPUSTAT
Industrials (see table 1), while variables in teeaed column are based on COMPUSTAT Segment (bée ta

7). MS, RJV participation variables, and Log(R&D)atreated as endogenous. For space reasons, only

cumulative effects of RJV participation and Log(RREBre reported, which represent the sum of thectsffe
from time t to time t-2. Windmeijer robust standard errors corrected fetetoscedasticity are stated in
parentheses. We report the p-values of the Saegammnd the difference-in-Sargan test (the degregsedom

are in parentheses) when we exclude the instrunfentbe level equation, and the p-value for thelkano-
Bond test for zero autocorrelation in first-diffeced errors.
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Figure 1: Sizedistribution of horizontal networks
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Figure 2: Market Share Impact of Participation in Horizontal Networks:
Discrete (three size classes) and Continuous Effects
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